CrosskKV : Reuse KV Cache
Across Requests



Demystity the Decoder Layer and Self Attention (LLama2-7b-chat)
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Demystity the Decoder Layer and Self Attention (LLama2-7b-chat)
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How does LLM have the ability to memorize context ?
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Demystify the Procedure of LLM Inference Prefill (LLama2-7b-chat)

1. Prompt: “I love SYSU”
2. Chat Template: “[INST] I love SYSU [/INST]”

3. Token IDs: [1,518,25580,29962,306,5360,28962,14605,518,29914,25580,29962]

4. Embedding: ==> Input Tensor(12,4096)
5. LLama Model(32 Decoder Layers) : ==> Output Tensor(12,4096)

5. Logits: Output[-1](1,4096) * Embedding.t(4096,32000) ==> Tensor(1,32000)

6. Sample: Sclect one tokens based on Logits (Temperature, Top-P, Top-K) ==> [29871]



Demystify the Procedure of LLM Inference Decode (LLama2-7b-chat)

1. Token ID: [29871]

2. Embedding: Input Tensor(1,4096)

3. LLama Model(32 Decoder Layers) : ==>> Output Tensor(1,4096)

4. Logits: Output(1,4096) * Embedding.t(4096,32000) ==> Tensor(1,32000)

5. Sample: Select one tokens based on Logits (Temperature, Top-P, Top-K)

What’s the effect of KV cache?

Reduce redundant computation.



KYV cache across requests
The intention of KV cache is used to accelerate the execution of one inference request.
In what situation, KV cache can be reused accross requests?

Rethink the computing procedure of self attention: Query will only attend current token’s
and previous tokens’ Key Value.

So 1f two prompts have the common prefix, they will share the same KV cache.

What 1s the use case of KV cache across requests ?



The use case of KV cache

[ Few-shot examples ]— Question 1 ]—[ Answer 1
Prompt 2 [ Few-shot examples }—J Question 2 —[ Answer 2
[ Few-shot examples ]— Question 3 I'—{ Answer 3

(a) Few-shot learning

Prompt 1

Prompt 3

Answer 1 Generation 1
Prompt [ Question lr Answer 2 Generation 2
Answer 3 Generation 3
(b) Self-consistency
: Turn 1 {Q) ] [ Turn 1 (A) ]
Chat History | [ urn2() | [ Turn 2 (A) ]
Chat History | [ 3@ | [ Turn 3 (A) ]
Chat History ] | Turn 4 (Q) ] [ Turn 4 (A) ]

(c) Multi-turn chat



Efficiently Pro
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You are a helpful assistant.
User: Hello!
Assistant: Hi!
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You are a helpful assistant.
User: Hello!
Assistant: Hi!
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User: Solve this problem ...
Assistant: Sure! ...
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You are a helpful assistant.

User: Hello!
Assistant: Hi!

Assistant: | can ...

User: Write a story ...
Assistant: Sure! ...

(8)

User: What can you do?
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You are a helpful assistant.
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User: Hello!
Assistant: Hi!
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User: Solve this question...
Assistant: Sure! ...

User: How about ..?
Assistant: Itisa ...

0
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User: Hello!

You are a helpful assistant.
Assistant: Hi!
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User: Solve this question...
Assistant: Sure! ...
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Assistant: | can ...

(7)

User: What can you do?

anguage Models using SGLang

(5)

You are a helpful assistant.

User: Hello!
Assistant: Hi!

User: What can you do?
Assistant: | can ...

User: Write a story ...
Assistant: Sure! ...

Question 1: ... Question 1: ...
Answer 1: ... You are a helpful assistant. Answer 1: ...
Question 2: ... Question 2: ...
Answer 2:... Answer 2:...
Question 3: .. User: Hello! User: What can you do? Question 3:
Answer 3: .. Assistant: Hil [ Assistant: I can ...
[_1
_J
User: Write a story ... What ... When ... How ...
Assistant: Sure! ... Answer 3: ... | Answer 3: ... Answer 3: ...
(9)
Question 1: ... Question 1: ...
Answer 1: ... You are a helpful assistant. Answer 1: ...
Question 2: ... Question 2: ...
Answer 2:... Answer 2:...
Question 3: User: Hello! Question 3:
Assistant: Hi!
[‘1
J What ...
What ... When ... How ... Answer 3:
Answer 3: ... |Answer3: ... Answer 3: ... LJ
@ This is ... Letus... We can ... To solve ...



VLLM —— Automatic Prefix Caching
Before: Logical block table => Physical block table

After: Logical block table => Hash table => Physical block table

Seql | I 518 ]\25580129962} 306 [5360}
l l Jt l Shared
I ‘[ ‘[ T | Exclusive
Seq2 | I 518 175580J79967]\2117 14370

The same hash indicate that they share the common prefix, so the KV cache can
be reused for them.

https://github.com/vlim-project/vlim/pull/2762
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