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• Energy

• Biology

• Neutron science

• Materials

• Security

• High-performance computing

Oak Ridge National Laboratory 
The world’s premier research institution



2011  the United States Department of Energy (DOE)

• Request for Information (RFI)

&  Request for Purpose (RFP)

• Codesign : Technology providers 

collaborate closely with scientists 

and technologists from DOE 

• Application Readiness : To 

ensure the applications are 

compatible and functional

• Power-performance Efficency 

needed to be a top priority 



2023  Retrospective view

To innovate and accelerate the necessary exascale technologies, a series of programs between the DOE 

and technology companies covering processors, memory, storage, networking, and software are funded.



2012 Exascale Heterogeneous Processor (EHP) V1

To maximize the compute and minimize the 

cost of data movement, 3D stacking is adopted.

Research community was highly concerned with 

the (fear to be) imminent end of DRAM scaling.



2014 EHP V2

To reduce silicon cost, AMD adopts chiplet 

technology to reuse silicon components in 

multiple product configurations.

AMD packaging engineers also raised concerns 

about the asymmetry of the overall package (all 

CPU on one side, all GPU on the other).



2016 EHP V3 2018 EHP V4
• The power density of the GPU regions still present 

thermal challenges

• While technically feasible, the “triple stack” of DRAM 

on GPU on active interposer also significantly increases 

the manufacturing complexity

The higher bandwidth required to support data 

movement and work distribution among the GPU 

compute units would be far less efficient to route 

among the larger number of chiplets



APU VS  Discrete Node Architecture
APU:Combine a general-purpose CPU and a GPU on a single die

• Enable faster data transfer and communication between the 

CPU and GPU

• Reduce the power consumption since both share the same die 

and memory

More scalability and customizable: 

• Customize platforms to provide different 

CPU-to-GPU ratios as well as to 

interoperate with other components



Overview of one Frontier Computer Node

9408 compute nodes housed in 74 cabinets

64-core EPYC™ 7A53 CPU(3rd EPYC)

MI250X (CDNA2)

Infinity Fabric link



 EPYC 7003 System on Chip (SoC)

CCD:
Core complex die

GMI:
Global memory interface



 Evaluation of AMD EPYC 7A53 “Trento” CPU. 

• Trento is able to achieve up to 180 GB/s using non-temporal loads and stores in NPS-

4 mode. When operating in NPS-1, that rate drops to ∼ 125 GB/s. 

• Table 3  illustrates how caching can negatively affect bandwidth when data are not 

expected to fit into cache.



 MI250X



Manufacturer AMD NVIDIA
Product MI100 MI250X MI300X A100 H100

Release Time 2020.11 2021.11 2023.12 2020.5/11 2022.3
FP64 11.5 TF 95.7 TF 163.4 TF 19.5 TF 66.9 TF
TF32 N/A N/A 490.3 TF 156 TF 494.7 TF
BF16 92.3 TF 383 TF 1307.4 TF 312 TF 989.4 TF
FP16 184.6 TF 383 TF 1307.4 TF 312 TF 989.4 TF
FP8 N/A N/A 2614.9 TF N/A 1978.9 TF

INT8 184.6 TF 383 TF 2614.9 TF 624 TF 1978.9 TF
Memory Size 32 GB 128 GB 192 GB 40/80 GB 80 GB

Memory Bandwidth 1.2 TB/s 3.2 TB/s 5.3 TB/s 1.5/2.0 TB/s 3 TB/s

 Comparison between AMD and NVIDIA GPUs

TF:TFLOPS stands for matrix/tensore core computation(dense) throughput

MI300X is released TODAY !!!



 MI300 Series

Block diagram of the AMD Instinct MI300A and MI300X
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